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1. Загальна інформація про викладача 
 

 
 

ПІБ:  Базілевич Ксенія Олексіївна 
Посада:  доцент каф. 304 
Науковий ступінь:  канд. техн. наук 
Вчене звання:  доцент 
Перелік дисциплін, які викладає:   

Інтелектуальний аналіз даних; Проєктування 

програмного забезпечення; Сучасні методи 

проектування програмного забезпечення   
Напрями наукових досліджень: 

Інтелектуальний аналіз даних 
Контактна інформація: 

k.bazilevych@khai.edu 
   

 
 

2. Опис навчальної дисципліни 
 

Форма здобуття освіти Денна 
Семестр 5  
Мова викладання Українська 
Тип дисципліни  Обов’язкова 
Обсяг дисципліни: 

кредити ЄКТС/ кількість 

годин 

5 кредитів ЄКТС / 150 годин (64 аудиторних, з яких: 

лекції – 32, лабораторні – 32; СРЗ – 86); 

Види навчальної 

діяльності 
Лекції та лабораторні заняття, самостійна робота 

Види контролю Поточний контроль, модульний контроль, 

семестровий контроль – іспит  
Пререквізити  «Програмування та алгоритмічні мови», 

«Теорія ймовірностей» 
 

  



 
3. Мета та завдання навчальної дисципліни, переліки компетентностей  

та очікуваних результатів навчання 
 

Мета –  надання теоретичних та практичних аспектів аналізу даних та 

інтелектуального аналізу даних, спрямованих на пошук у необроблених даних 

раніше невідомих, практично корисних знань та закономірностей, необхідних 

для прийняття рішень, та розробки інформаційних технологій аналізу даних та 

інтелектуального аналізу даних. 
 
Завдання – ознайомлення з теоретичними аспектами технології аналізу 

даних та інтелектуального аналізу даних, формування у студентів базових 

навичок застосування методів аналізу даних та інтелектуального аналізу даних 

з використанням інструментальних засобів. 
 

Компетентності, які набуваються: 
Інтегральна компетентність:  
Здатність розв’язувати складні спеціалізовані задачі та практичні 

проблеми у галузі комп’ютерних наук або у процесі навчання, що передбачає 

застосування теорій та методів інформаційних технологій і характеризується 

комплексністю та невизначеністю умов. 
 
Загальні компетентності (ЗК)  
Після закінчення цієї програми здобувач освіти буде здатен: 

− до абстрактного мислення, аналізу та синтезу (ЗК1); 
− застосовувати знання у практичних ситуаціях (ЗК2); 
− розуміти предметну область та бути здатним до професійної діяльності 

(ЗК3); 
− спілкуватися державною мовою як усно, так і письмово (ЗК 4); 
− вчитися й оволодівати сучасними знаннями (ЗК 6). 
 

Спеціальні компетентності (СК) 
Після закінчення цієї програми здобувач освіти буде здатен: 

− до виявлення статистичних закономірностей недетермінованих явищ, 

застосування методів обчислювального інтелекту, зокрема статистичної, 

нейромережевої та нечіткої обробки даних, методів машинного навчання та 

генетичного програмування тощо (СК 2); 
− до інтелектуального аналізу даних на основі методів обчислювального 

інтелекту включно з великими та погано структурованими даними, їхньої 

оперативної обробки та візуалізації результатів аналізу в процесі 

розв’язування прикладних задач (СК 11). 
Програмні результати навчання (ПРН): 

− Застосовувати знання основних форм і законів абстрактно-логічного 

мислення, основ методології наукового пізнання, форм і методів вилучення, 



аналізу, обробки та синтезу інформації в предметній області комп’ютерних 

наук (ПРН 1); 
− Використовувати знання закономірностей випадкових явищ, їх 

властивостей та операцій над ними, моделей випадкових процесів та сучасних 

програмних середовищ для розв’язування задач статистичної обробки даних і 

побудови прогнозних моделей (ПРН 3). 

4. Зміст навчальної дисципліни  

МОДУЛЬ 1 

Змістовий модуль 1 
Тема 1. Поняття вимірювання в статистичному дослідженні 

Стисла анотація: Предмет вивчення і задачі дисципліни 

«Інтелектуальний аналіз даних». Первинні статистики. Статистичні гіпотези. 

Вимірювальні шкали: номінативна шкала, рангова шкала, шкала інтервалів, 

шкала відносин. Правила ранжирування, перевірка правильності 

ранжирування, випадок однакових рангів. Форми обліку результатів 

спостереження. Основи підготовки даних. Представлення результатів аналізу 

даних у вигляді інформативних звітів, що містять обґрунтовані висновки та 

рекомендації. 
Теми лекцій і лабораторних занять: «Введення до предмету», «Типи шкал 

вимірювання та аналіз первинних статистик». 
Самостійна робота здобувача освіти: опрацювання матеріалу лекцій, 

виконання індивідуальних завдань відповідно варіанту, підготовка до захисту 

лабораторних робіт. 
 
Тема 2.  Дисперсійний аналіз 
Стисла анотація: Постановка задачі однофакторного дисперсійного 

аналізу. Основні посилання дисперсійного аналізу. Статистичні оцінки 

факторної та залишкової дисперсій. Формулювання та перевірка гіпотези про 

рівність дисперсій. Постановка задачі двофакторного дисперсійного аналізу. 

Статистичні оцінки відповідних дисперсій. Формулювання та перевірка 

гіпотези про рівність дисперсій. 
Теми лекцій і лабораторних занять: «Однофакторний дисперсійний 

аналіз», «Двофакторний дисперсійний аналіз». 
Самостійна робота здобувача освіти: опрацювання матеріалу лекцій, 

виконання індивідуальних завдань відповідно варіанту, підготовка до захисту 

лабораторних робіт. 
 
Тема 3. Кореляційний аналіз 
Стисла анотація: Коефіцієнт детермінації як універсальна 

характеристика ступеню тісноти статистичного зв’язку.  Кореляційне 

відношення. Дослідження лінійної залежності за допомогою парного 

коефіцієнта кореляції. Множинні та часткові коефіцієнти кореляції. 
Теми лекцій і лабораторних занять: «Елементи кореляційного аналізу 

даних». 



Самостійна робота здобувача освіти: опрацювання матеріалу лекцій, 

виконання індивідуальних завдань відповідно варіанту, підготовка до захисту 

лабораторних робіт. 
 
Модульний контроль 1 
 

Змістовий модуль 2 
 
Тема 4. Множинний регресійний аналіз 
Стисла анотація: Регресійний аналіз. Основні ідеї регресійної моделі. 

Модель лінійної регресії. Оцінка якості моделі, інтерпретація та оцінки 
коефіцієнтів регресії, рівень значущості коефіцієнтів Обмеження 
регресійної моделі. Нелінійні залежності. Причини виникнення, приклади 
різних форм нелінійних залежностей в регресійних моделях. Модель 
логістичної регресії. Інтерпретація коефіцієнтів логістичної регресії. 

Теми лекцій і лабораторних занять: «Лінійна множинна регресія», 
«Нелінійна множинна регресія». 

Самостійна робота здобувача освіти: опрацювання матеріалу лекцій, 

виконання індивідуальних завдань відповідно варіанту, підготовка до захисту 

лабораторних робіт. 
 
Тема 5. Дискримінантний аналіз 
Стисла анотація: Поняття класу як генеральної сукупності та базова ідея 

ймовірностно-статистичних методів класифікації. Функції збитків та 
ймовірність неправильної класифікації. Параметричний дискримінантний 
аналіз з повною інформацією. Параметричний дискриминантний аналіз у 
випадку нормальних класів. 

Теми лекцій і лабораторних занять: «Дискримінантний аналіз».  
Самостійна робота здобувача освіти: опрацювання матеріалу лекцій, 

виконання індивідуальних завдань відповідно варіанту, підготовка до захисту 

лабораторних робіт. 
 
Тема 6. Елементи Data Mining 
Стисла анотація: Знайомство з Data Mining. Класифікація, 

кластеризація, проста та складна класифікація, багатовимірна класифікація, 

штучна та природна класифікація. Постановка задачі автоматичної 
класифікації, відстані між окремими об’єктами та класами об’єктів. 
Функціонали якості розбиття на класи та екстремальна постановка задачі 
кластер-аналіза. Паралельні кластер-процедури. Послідовні кластер-
процедури. Оцінка результатів дослідження. Повний цикл обробки даних. 

Теми лекцій і лабораторних занять: «Використання інструментів Data 

Mining для виконання задач класифікації, кластеризації та регресії», «Повний 

цикл обробки даних». 
Самостійна робота здобувача освіти: опрацювання матеріалу лекцій, 

виконання індивідуальних завдань відповідно варіанту, підготовка до захисту 



лабораторних робіт. 
 
Модульний контроль 2 
 

5. Індивідуальні завдання – немає 

6. Методи навчання 

1. Пояснювально-ілюстративний (інформаційно-рецептивний) метод: 

та метод проблемного виконання (лекція). 
2. Репродуктивний (лабораторні роботи). 
3. Частково-пошуковий (евристичний) та дослідницький: (самостійна 

робота). 
4. Дисципліна «Інтелектуальний аналіз даних» передбачає лекційні (в 

т. ч. з використанням мультимедійного обладнання) і практичні заняття для 

виконання лабораторних робіт під керівництвом викладача та самостійну 

роботу студента за підручниками і матеріалами, що забезпечує закріплення 

теоретичних знань, сприяє набуттю практичних навичок і розвитку 

самостійного наукового мислення. Передбачено регулярні індивідуальні 

консультації. 
 

7. Методи контролю 

Визначення рівня засвоєння студентом навчального матеріалу 

дисципліни здійснюється шляхом проведення поточних (захист лабораторних 

робіт) і підсумкових контролів (захист змістовного модуля, іспит). 
Поточний контроль має на меті систематично відстежувати, наскільки 

студент розуміє та засвоює матеріал, вміє виконувати лабораторні роботи, 

самостійно вирішувати завдання та писати відповідний код, готувати звіти та 

представляти результати дослідження в усній або письмовій формі. 
Підсумковий контроль покликаний оцінити глибину знань студента з 

усього курсу, його розуміння зв'язків між різними темами, здатність 

застосовувати отримані знання на практиці та самостійно вирішувати задачі з 

аналізу даних та інтелектуального аналізу даних, які виникають в рамках 

дисципліни. 
 

  



8. Критерії оцінювання та розподіл балів,  
які отримують здобувачі освіти 

 

Таблиця 8.1 – Розподіл балів, які отримують здобувачі освіти  
Складові навчальної 

роботи 
Бали за одне заняття 

(завдання) 
Кількість занять 

(завдань) 
Сумарна 

кількість балів 
Змістовний модуль 1 

Виконання і захист 
лабораторних робіт 0…5 5 0…25 

Модульний контроль 0…10 3 0…30 
Змістовний модуль 2 

Виконання і захист 
лабораторних 0…5 5 0…25 

Модульний контроль 0…10 2 0…20 
Усього за семестр 0…100 

 
Семестровий контроль (іспит) проводиться у разі відмови здобувача 

освіти від балів підсумкового контролю й за наявності допуску до іспиту. Під 

час складання семестрового іспиту здобувач освіти має можливість отримати 

максимум 100 балів. Білет для іспиту складається з одного теоретичного і двох 

практичних питань. У першому запитанні студент має продемонструвати 

теоретичні знання. У другому запитанні – показати навички складання і 
виконання комп’ютерного додатку для вирішення задачі аналізу даних за 

заданою темою. У третьому пункті – продемонструвати вміння проводити 

перевірку отриманих результатів за допомогою стандартних функцій та 

бібліотек. Максимальна кількість балів за кожне запитання та їх суми показані 

в табл. 8.2. 
 
Таблиця 8.2 – Шкали оцінювання відповідей на запитання білету 

Складові  
білету 

Складові оцінки 
Бали за одне 

питання 
Сумарна кількість 

балів 

Пункт 1. 

Теоретичне 

запитання 

Надано визначення поняття 0...10 0...20 

Наведено власний приклад 

використання  
0...10 

Пункт 2. 

Практичне 

запитання 

Складено алгоритм розрахунку 

(блок-схема) задачі 
0...15 0...50 

Створено проект додатку для 

вирішення задачі  
0...20 

Отримано правильні результати 

розрахунків  
0...15 

Пункт 3. 

Практичне 

запитання 

Проведено перевірку отриманих 

результатів за допомогою 

стандартних функцій та бібліотек 

0...30 
 

0...30 

Підсумкова оцінка за іспит 0...100 



 
Таблиця 8.3 – Шкали оцінювання: бальна і традиційна 

Сума балів 
Оцінка за традиційною шкалою 

Іспит, диференційний залік Залік 
90 – 100 Відмінно 

Зараховано 75 – 89 Добре 
60 – 74 Задовільно 
0 – 59 Незадовільно Не зараховано 

 
Критерії оцінювання роботи здобувача освіти протягом семестру  
 
Задовільно (60-74): мати володіння базовими знаннями та навичками, 

необхідними для досягнення програмних результатів навчання з 
інтелектуального аналізу даних; виконати та успішно здати лабораторні 

роботи, що охоплюють основні методи та алгоритми; написати модульні 

роботи, що демонструють розуміння ключових концепцій та технік аналізу 

даних; мати вміння застосовувати основні інструменти та бібліотеки для 

попередньої обробки даних, знати застосування алгоритмів інтелектуального 

аналізу та оцінки їхньої ефективності.  
Добре (75-89): мати володіння знаннями та навичками, достатніми для 

досягнення програмних результатів навчання з інтелектуального аналізу 

даних; виконати та успішно здати лабораторні роботи, включаючи реалізацію 

та порівняння різних алгоритмі; написати модульні роботи, що демонструють 

глибоке розуміння концепцій та технік аналізу даних. Додатково до вимог для 

оцінки «Задовільно»: вміння обґрунтовано вибирати відповідні алгоритми для 

розв'язання конкретних задач аналізу даних; вміння проводити експерименти 

з різними параметрами алгоритмів та інтерпретувати результати; вміння 
критично оцінювати результати аналізу даних та пропонувати шляхи для 

покращення моделей; вміння візуалізувати результати аналізу даних, 

використовуючи відповідні графіки та діаграми для їх інтерпретації. 
Відмінно (90-100): володіння глибокими знаннями, уміннями та 

навичками, що дозволяють самостійно та обґрунтовано розв'язувати складні 

задачі аналізу даних; досконале виконання та захист всіх лабораторних робіт;  
успішно написані модульні роботи, що демонструють здатність до 

самостійного дослідження та аналізу проблем у; вміння самостійно 

використовувати широкий спектр інструментів та бібліотек для повного циклу 

аналізу даних: від збору та попередньої обробки до побудови та оцінки 

складних моделей; вміння реалізовувати власні алгоритми або модифікації 

існуючих алгоритмів для вирішення специфічних задач; вміння представляти 

результати аналізу даних у вигляді чітких та інформативних звітів, що містять 

обґрунтовані висновки та рекомендації. 
 

  



9. Політика навчального курсу 
 

Відвідування занять. З огляду на інтерактивний формат курсу, 
відвідування практичних занять є обов'язковим. Студенти, які не можуть 

регулярно відвідувати заняття, повинні протягом тижня узгодити з викладачем 

індивідуальний графік відпрацювання пропущених занять. Пропущені заняття 

відпрацьовуються на найближчій консультації протягом тижня після пропуску 

у формі співбесіди за питаннями з плану заняття. В окремих випадках 

дозволяється відпрацювання у письмовій формі шляхом виконання 

індивідуального письмового завдання. 
Дотримання вимог академічної доброчесності здобувачами освіти під 

час вивчення навчальної дисципліни. Під час вивчення навчальної дисципліни 

здобувачі освіти мають дотримуватися загальноприйнятих морально-етичних 

норм і правил поведінки, вимог академічної доброчесності, передбачених 

Положенням про академічну доброчесність Національного аерокосмічного 

університету «Харківський авіаційний інститут» (https://khai.edu/assets/ 
files/polozhennya/polozhennya-pro-akademichnu-dobrochesnist.pdf). Очікується, 

що роботи здобувачів освіти будуть їх оригінальними дослідженнями або 

міркуваннями. Відсутність посилань на використані джерела, фабрикування 

джерел, списування, втручання в роботу інших здобувачів освіти становлять, 

але не обмежують, приклади можливої академічної недоброчесності. 

Виявлення ознак академічної недоброчесності в письмовій роботі здобувача 

освіти є підставою для її незарахування викладачем незалежно від масштабів 

плагіату чи обману.  
Вирішення конфліктів. Порядок і процедури врегулювання 

конфліктів, пов’язаних із корупційними діями, зіткненням інтересів, різними 

формами дискримінації, сексуальними домаганнями, міжособистісними 

стосунками та іншими ситуаціями, що можуть виникнути під час навчання, а 

також правила етичної поведінки регламентуються Кодексом етичної 

поведінки в Національному аерокосмічному університеті «Харківський 

авіаційний інститут» (https://khai.edu/ua/university/normativna-baza/ustanovchi-
dokumenti/kodeks-etichnoi-povedinki/). 
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